**Variance and Standard Deviation**

**Variance (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAANCAYAAABy6+R8AAAC0WlDQ1BJQ0MgUHJvZmlsZQAAKJGNlM9LFGEYx7+zjRgoQWBme4ihQ0ioTBZlROWuv9i0bVl/lBLE7Oy7u5Ozs9PM7JoiEV46ZtE9Kg8e+gM8eOiUl8LALALpblFEgpeS7Xlnxt0R7ccLM/N5nx/f53nf4X2BGlkxTT0kAXnDsZJ9Uen66JhU+xEhHEEdwqhTVNuMJBIDoMFjsWtsvofAvyute/v/OurStpoHhP1A6Eea2Sqw7xfZC1lqBBC5XsOEYzrE9zhbnv0x55TH8659KNlFvEh8QDUtHv+auEPNKWmgRiRuyQZiUgHO60XV7+cgPfXMGB6k73Hq6S6ze3wWZtJKdz9xG/HnNOvu4ZrE8xmtN0bcTM9axuod9lg4oTmxIY9DI4YeH/C5yUjFr/qaoulEk9v6dmmwZ9t+S7mcIA4TJ8cL/TymkXI7p3JD1zwW9KlcV9znd1Yxyeseo5g5U3f/F/UWeoVR6GDQYNDbgIQk+hBFK0xYKCBDHo0iNLIyN8YitjG+Z6SORIAl8q9TzrqbcxtFyuZZI4jGMdNSUZDkD/JXeVV+Ks/JX2bDxeaqZ8a6qanLD76TLq+8ret7/Z48fZXqRsirI0vWfGVNdqDTQHcZYzZcVeI12P34ZmCVLFCpFSlXadytVHJ9Nr0jgWp/2j2KXZpebKrWWhUXbqzUL03v2KvCrlWxyqp2zqtxwXwmHhVPijGxQzwHSbwkdooXxW6anRcHKhnDpKJhwlWyoVCWgUnymjv+mRcL76y5o6GPGczSVImf/4RVyGg6CxzRf7j/c/B7xaOxIvDCBg6frto2ku4dIjQuV23OFeDCN7oP3lZtzXQeDj0BFs6oRavkSwvCG4pmdxw+6SqYk5aWzTlSuyyflSJ0JTEpZqhtLZKi65LrsiWL2cwqsXQb7Mypdk+lnnal5lO5vEHnr/YRsPWwXP75rFzeek49rAEv9d/AvP1FThgxSQAAAJRJREFUKJG90SEOwlAQBNBHEVUVCBSmF8AhkVgsgptwlCZoPOEAgOAcOCwOWwQrGvI/aQ2b/Gx2Mjszm8+/atyTV+MY/dJXfB39iWJAKHAaQh5hlXOZhloTUdp4e9xxQNVdWAShjHke8+xXhBabBFbnFoqE6iSwKrnhc2iLZQdrcE2Ru597wxkv7PDANufyXWU4Z+sNsasYayd1rjAAAAAASUVORK5CYII=))** – the average of the squared differences from the mean

**Standard Deviation (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHCAYAAADam2dgAAAC0WlDQ1BJQ0MgUHJvZmlsZQAAKJGNlM9LFGEYx7+zjRgoQWBme4ihQ0ioTBZlROWuv9i0bVl/lBLE7Oy7u5Ozs9PM7JoiEV46ZtE9Kg8e+gM8eOiUl8LALALpblFEgpeS7Xlnxt0R7ccLM/N5nx/f53nf4X2BGlkxTT0kAXnDsZJ9Uen66JhU+xEhHEEdwqhTVNuMJBIDoMFjsWtsvofAvyute/v/OurStpoHhP1A6Eea2Sqw7xfZC1lqBBC5XsOEYzrE9zhbnv0x55TH8659KNlFvEh8QDUtHv+auEPNKWmgRiRuyQZiUgHO60XV7+cgPfXMGB6k73Hq6S6ze3wWZtJKdz9xG/HnNOvu4ZrE8xmtN0bcTM9axuod9lg4oTmxIY9DI4YeH/C5yUjFr/qaoulEk9v6dmmwZ9t+S7mcIA4TJ8cL/TymkXI7p3JD1zwW9KlcV9znd1Yxyeseo5g5U3f/F/UWeoVR6GDQYNDbgIQk+hBFK0xYKCBDHo0iNLIyN8YitjG+Z6SORIAl8q9TzrqbcxtFyuZZI4jGMdNSUZDkD/JXeVV+Ks/JX2bDxeaqZ8a6qanLD76TLq+8ret7/Z48fZXqRsirI0vWfGVNdqDTQHcZYzZcVeI12P34ZmCVLFCpFSlXadytVHJ9Nr0jgWp/2j2KXZpebKrWWhUXbqzUL03v2KvCrlWxyqp2zqtxwXwmHhVPijGxQzwHSbwkdooXxW6anRcHKhnDpKJhwlWyoVCWgUnymjv+mRcL76y5o6GPGczSVImf/4RVyGg6CxzRf7j/c/B7xaOxIvDCBg6frto2ku4dIjQuV23OFeDCN7oP3lZtzXQeDj0BFs6oRavkSwvCG4pmdxw+6SqYk5aWzTlSuyyflSJ0JTEpZqhtLZKi65LrsiWL2cwqsXQb7Mypdk+lnnal5lO5vEHnr/YRsPWwXP75rFzeek49rAEv9d/AvP1FThgxSQAAAGVJREFUGJWdzKENg1AUheGPIlAViCoMC+AqO0cFmzDKm6MDEASr1NZhX82leSGonuSI/8+5lz9ywwsJH+ToL/cQTfAQ3JWjjOfhc0a/w+Xkqg133UUV4lGMEhaoC7lixoYJb4zwBZp+EkkHUVWWAAAAAElFTkSuQmCC))** – the square root of the variance

* Low standard deviations indicate data that are clustered near the measures of central tendency (mean, median, mode).
* High standard deviations indicate data that are spread out from the center.

**Practice Problem #1**

The following data represents the number of free throws Mike made after 10 sets of 50 free throws.

35, 40, 38, 43, 38, 36, 46, 47, 40, 37

Find the mean and standard deviation of the data.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Data Value x | 35 | 40 | 38 | 43 | 38 | 36 | 46 | 47 | 40 | 37 |
| x – |  |  |  |  |  |  |  |  |  |  |
| (x – )2 |  |  |  |  |  |  |  |  |  |  |

1. What is the mean? \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

This value will be represented by ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAC0WlDQ1BJQ0MgUHJvZmlsZQAAKJGNlM9LFGEYx7+zjRgoQWBme4ihQ0ioTBZlROWuv9i0bVl/lBLE7Oy7u5Ozs9PM7JoiEV46ZtE9Kg8e+gM8eOiUl8LALALpblFEgpeS7Xlnxt0R7ccLM/N5nx/f53nf4X2BGlkxTT0kAXnDsZJ9Uen66JhU+xEhHEEdwqhTVNuMJBIDoMFjsWtsvofAvyute/v/OurStpoHhP1A6Eea2Sqw7xfZC1lqBBC5XsOEYzrE9zhbnv0x55TH8659KNlFvEh8QDUtHv+auEPNKWmgRiRuyQZiUgHO60XV7+cgPfXMGB6k73Hq6S6ze3wWZtJKdz9xG/HnNOvu4ZrE8xmtN0bcTM9axuod9lg4oTmxIY9DI4YeH/C5yUjFr/qaoulEk9v6dmmwZ9t+S7mcIA4TJ8cL/TymkXI7p3JD1zwW9KlcV9znd1Yxyeseo5g5U3f/F/UWeoVR6GDQYNDbgIQk+hBFK0xYKCBDHo0iNLIyN8YitjG+Z6SORIAl8q9TzrqbcxtFyuZZI4jGMdNSUZDkD/JXeVV+Ks/JX2bDxeaqZ8a6qanLD76TLq+8ret7/Z48fZXqRsirI0vWfGVNdqDTQHcZYzZcVeI12P34ZmCVLFCpFSlXadytVHJ9Nr0jgWp/2j2KXZpebKrWWhUXbqzUL03v2KvCrlWxyqp2zqtxwXwmHhVPijGxQzwHSbwkdooXxW6anRcHKhnDpKJhwlWyoVCWgUnymjv+mRcL76y5o6GPGczSVImf/4RVyGg6CxzRf7j/c/B7xaOxIvDCBg6frto2ku4dIjQuV23OFeDCN7oP3lZtzXQeDj0BFs6oRavkSwvCG4pmdxw+6SqYk5aWzTlSuyyflSJ0JTEpZqhtLZKi65LrsiWL2cwqsXQb7Mypdk+lnnal5lO5vEHnr/YRsPWwXP75rFzeek49rAEv9d/AvP1FThgxSQAAAGhJREFUGJWNzLENwkAMQNF3SZcVKMIQKRmGJdgCJNoswDzZICNE1BSXxgUSd0e+ZMmWvj8HSV/7iGvBeeJ9NPjDjIwBLywteQl5igfQF8QuxAc+/4prS0i44BbFM04lKeMe9xZTLVbZAeC3ELk6Sud6AAAAAElFTkSuQmCC).

2. Now take each data value x and subtract the mean from it. Fill in the 2nd row with your answers.

3. Now for the third row, take your answers from the 2nd row and square them.

To find the variance we are going to add up every number in the third row and divide by the total number of trials.

Variance = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAScAAAAcCAYAAAAjkHmbAAAC0WlDQ1BJQ0MgUHJvZmlsZQAAKJGNlM9LFGEYx7+zjRgoQWBme4ihQ0ioTBZlROWuv9i0bVl/lBLE7Oy7u5Ozs9PM7JoiEV46ZtE9Kg8e+gM8eOiUl8LALALpblFEgpeS7Xlnxt0R7ccLM/N5nx/f53nf4X2BGlkxTT0kAXnDsZJ9Uen66JhU+xEhHEEdwqhTVNuMJBIDoMFjsWtsvofAvyute/v/OurStpoHhP1A6Eea2Sqw7xfZC1lqBBC5XsOEYzrE9zhbnv0x55TH8659KNlFvEh8QDUtHv+auEPNKWmgRiRuyQZiUgHO60XV7+cgPfXMGB6k73Hq6S6ze3wWZtJKdz9xG/HnNOvu4ZrE8xmtN0bcTM9axuod9lg4oTmxIY9DI4YeH/C5yUjFr/qaoulEk9v6dmmwZ9t+S7mcIA4TJ8cL/TymkXI7p3JD1zwW9KlcV9znd1Yxyeseo5g5U3f/F/UWeoVR6GDQYNDbgIQk+hBFK0xYKCBDHo0iNLIyN8YitjG+Z6SORIAl8q9TzrqbcxtFyuZZI4jGMdNSUZDkD/JXeVV+Ks/JX2bDxeaqZ8a6qanLD76TLq+8ret7/Z48fZXqRsirI0vWfGVNdqDTQHcZYzZcVeI12P34ZmCVLFCpFSlXadytVHJ9Nr0jgWp/2j2KXZpebKrWWhUXbqzUL03v2KvCrlWxyqp2zqtxwXwmHhVPijGxQzwHSbwkdooXxW6anRcHKhnDpKJhwlWyoVCWgUnymjv+mRcL76y5o6GPGczSVImf/4RVyGg6CxzRf7j/c/B7xaOxIvDCBg6frto2ku4dIjQuV23OFeDCN7oP3lZtzXQeDj0BFs6oRavkSwvCG4pmdxw+6SqYk5aWzTlSuyyflSJ0JTEpZqhtLZKi65LrsiWL2cwqsXQb7Mypdk+lnnal5lO5vEHnr/YRsPWwXP75rFzeek49rAEv9d/AvP1FThgxSQAAAZlJREFUeJzt3L0uREEchvHnICERiWYrjVpCIToKhUYULkChU2pEJBLhAtyAVqHUuAHuwB3sahRESESB+Cg2GJtVWGdmkvH8qjPTvP+3mZzd7CxIkiRJkiRJZWgCfYkzG8Bt4kywa2x2jS9H1/SBgdeM2anZtUx2jag/YdYgsANMACtABcwDl8BNxNxJYBVYB6aAa2AJOIuYaVe71uk/df00kCIk8PDDc0yPXbJSZNs1LrvGl6Nrds0MmQ3gLUOuXeOya3w5umb9zilH9l2GTLBrbHaNL+dZIUmSJEmSJNWiCp53s00hSV9OifsbLkmSJElSfCnv1qlMI8BTsO4DZoEhEt3BUpn81ad6NUP7KsVGsFcBL8AVsAYcZJhL0j9XAZvAXrB3BJwE6zdgLOFMKohvTupVtwuoi8B2sG4By0mmUXE8nFSXChgF7jv2hzPMogJ4OKkuH29Sz1mnUDE8nFSnFjDdsXeRYQ4VwMNJf9H574hbwGGwHgeOk00jSbQPnibtj3Nzwf4RsA+cAwvpx5Kknw3w/VK59GvvQ9RmpJqIAR8AAAAASUVORK5CYII=) = \_\_\_\_\_\_\_\_\_\_\_\_\_\_

Now to find the standard deviation we need to take the square root of the variance.

Standard Deviation = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD0AAAASCAYAAADomNYKAAAC0WlDQ1BJQ0MgUHJvZmlsZQAAKJGNlM9LFGEYx7+zjRgoQWBme4ihQ0ioTBZlROWuv9i0bVl/lBLE7Oy7u5Ozs9PM7JoiEV46ZtE9Kg8e+gM8eOiUl8LALALpblFEgpeS7Xlnxt0R7ccLM/N5nx/f53nf4X2BGlkxTT0kAXnDsZJ9Uen66JhU+xEhHEEdwqhTVNuMJBIDoMFjsWtsvofAvyute/v/OurStpoHhP1A6Eea2Sqw7xfZC1lqBBC5XsOEYzrE9zhbnv0x55TH8659KNlFvEh8QDUtHv+auEPNKWmgRiRuyQZiUgHO60XV7+cgPfXMGB6k73Hq6S6ze3wWZtJKdz9xG/HnNOvu4ZrE8xmtN0bcTM9axuod9lg4oTmxIY9DI4YeH/C5yUjFr/qaoulEk9v6dmmwZ9t+S7mcIA4TJ8cL/TymkXI7p3JD1zwW9KlcV9znd1Yxyeseo5g5U3f/F/UWeoVR6GDQYNDbgIQk+hBFK0xYKCBDHo0iNLIyN8YitjG+Z6SORIAl8q9TzrqbcxtFyuZZI4jGMdNSUZDkD/JXeVV+Ks/JX2bDxeaqZ8a6qanLD76TLq+8ret7/Z48fZXqRsirI0vWfGVNdqDTQHcZYzZcVeI12P34ZmCVLFCpFSlXadytVHJ9Nr0jgWp/2j2KXZpebKrWWhUXbqzUL03v2KvCrlWxyqp2zqtxwXwmHhVPijGxQzwHSbwkdooXxW6anRcHKhnDpKJhwlWyoVCWgUnymjv+mRcL76y5o6GPGczSVImf/4RVyGg6CxzRf7j/c/B7xaOxIvDCBg6frto2ku4dIjQuV23OFeDCN7oP3lZtzXQeDj0BFs6oRavkSwvCG4pmdxw+6SqYk5aWzTlSuyyflSJ0JTEpZqhtLZKi65LrsiWL2cwqsXQb7Mypdk+lnnal5lO5vEHnr/YRsPWwXP75rFzeek49rAEv9d/AvP1FThgxSQAAAMVJREFUWIXt0yFuAlEURuGvkFShSHAINCAw+BoSNoDpSljGCFbR+rKMmoKlhoQEQqipLYKKEW145l2SGY78c8U54lJDHhLvFtjnFAmiwFfKYQvzvC6xNBJuBljlFokkJXqohtE9bDJ7hJIS3cBPbpFIUqIrx7XoNo4RIpFcix7gI0IkknL0E97wXtqGKh49wjMeMf7duthGS+WmHF3ghBfMbqMTw18//aqG0Wt8Y4pdrE4MzX/2DiZY4jPM5sb0cXCJv1MFzg7GF8OgIYR3AAAAAElFTkSuQmCC) = \_\_\_\_\_\_\_\_\_\_\_\_\_\_

\*\* This means that most of the data is within ± 3.9 of the mean 40. \*\* Let’s look at another set of data to see if we can’t start to get a better understanding about standard deviation.

**Practice Problem #2**

The following data represents the number of free throws Austin made after 10 sets of 50 free throws.

23, 46, 34, 12, 8, 48, 29, 40, 6, 44

Find the mean and standard deviation of the data.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Data Value x |  |  |  |  |  |  |  |  |  |  |
| x – |  |  |  |  |  |  |  |  |  |  |
| (x – )2 |  |  |  |  |  |  |  |  |  |  |

Mean = \_\_\_\_\_\_\_\_\_\_\_

Variance = \_\_\_\_\_\_\_\_\_\_\_

Standard Deviation = \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

What does the difference in standard deviation from Mike’s data set to Austin’s data set mean? Jot some thoughts down.

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

**Outliers**

Outliers are extreme values that are either much greater or much less than the other data values. Because of this they have a huge effect on the mean and standard deviation. Therefore in many experiments and data sets the outlier is typically removed. But how do we decide what constitutes an outlier? One way is to look at data values that are more than 3 standard deviations away from the mean.

For example, let’s look at this scenario. *mean* = 41.2 and *standard* *deviation* = 3.6

Since we want values that are 3 standard deviations away, 3(3.6) = \_\_\_\_\_\_\_\_\_\_\_\_

Now both subtract and add 10.8 to the mean of 41.2 to find this range.

Any value greater than \_\_\_\_\_\_\_\_\_\_\_\_\_\_ and any value less than \_\_\_\_\_\_\_\_\_\_\_\_\_ would be considered an outlier in the data set.

**Assignment: Problem Solving Worksheet + Practice B Worksheet**